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Grokking: Emergence wrt Training Epochs

Grokking phenomenon in learning f(x,y)=(x/y) mod p (in this figure, p=97). 
Similar behaviors also happen for moduar addition, etc.

Key Difference: 
• In-distribution vs. Out-of-

distribution
• Unpredictablity!!
• It happens due to the

difference between evaluation
metric about the training
progress.



The slow progression of implicit bias can induce
grokking

• In binary linear classification

• The same phenomenon can also happen for the noise-driven/ oscillation-
driven implicit bias.



Grokking can happen for all problems with statistical-
computational gap.

• Memorization is much easier than generalization in terms of time-
complexity. In this case, the grokking is a task-specific property ( nearly
independent of the model and optimizer used)
• Consider the learning of parity (Barak et al., NeurIPS 2022)



Scaling Law

• The scaling behavior of ML models has been studied for a long
time (Seung, et al., 1992)

• In classical ML, we often has . For KRR/RF regression,
the exponent can be smaller or larger than 0.5, depending on the
relative smoothness.
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Neural Scaling Law (Hestness, et al., 2017)



Language modeling with RNN

• The scaling law is nearly independent of the model depth and arch.



A sketch of power-law learning curves



Refined analysis of scaling law

• Decoder-only Transformer
• Training: Adam for a fixed 250k

iterations, batch size 512, context
length 1024 tokens. 3k warmup+
cosine LR decay

• Datasets: Webtext2



Non-embedding parameters matter

• Removing the embedding parameters yields clear power-law
• Scaling law hold well as long as the depth is not extremely small or large.
• The exponent (slopes in the above figure) depends weakly on the model shape.



Transformer vs. LSTM



The transferability of scaling law to similar
datasets

The smoothly improved is the cross-entropy loss

• WebText2: web scrape of outbound links
from Reddit with a minimum of 3 upvotes.

• Internet Books: Books available on the
internet

• Books: Fiction books (11k books)
• Wikipedia: ~6million articles
• Common Crawl: entire website data

(petabytes)



Generalization performance depends on the
training loss not training phase

• Dashed curves correspond to a large
model training.

• Dots corresponds to convergent
solutions of model with different size.



Large model is more sample-efficient

Training loss over training tokens for LLaMa models.

• LLM training involves processing
only one epoch.

• Large model converges fasters and is
thus more sample-efficient.

• Why?





The Major Message of Chinchilla Law Paper



Compute-optimal Training

• For LLM (auto-regressive) trained for one-epoch with a cosine LR,
we have



Compute-optimal LLM
• Given a compute budget, what is the best model size and data size?

• The solution is given by

• In Chinchila scaling law paper, 

• Observation: To achieve compute-optimal, scale the model size and 
data size in approximately equation proportions. But this may not hold
generally.
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Summary: scale is all you need

• LLM training is mysteriously predictable
• We can train small models to fitting scaling law,
• Then, use the fitted scaling law to predict the performance of large
models and optimally allocate resources for training large models

• LLM performance depends on the scale. The architecture shape
does not matter too much.
• Transformer has better scaling property than LSTM.
• Large models are more sample-efficient than small models.
• Scaling law now plays an important role in assessing new

architecture and optimizers.



Reading

• Hestness et al., Deep learning scaling is predictable, empirically
• Kaplan et al., Scaling Laws for Neural Language Models, openAI.
• Hoffman et al., Training Compute-Optimal Large Language Models,

DeepMind.

https://arxiv.org/pdf/1712.00409
https://arxiv.org/pdf/2001.08361
https://arxiv.org/pdf/2203.15556


In-context learning (ICL)

Pretrained LLMs can perform in-context learning (vs. few-shot finetuning).



Understanding ICL

• Use denote the model, whose inputs are few-shot samples
• Train the ICL model in a supervised manner

• Consider the linear target function class

• Then, the leaned model should be able to perform ICL.
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f(x) = w>x with w ⇠ N (0, Id)



What does the trained TF implement?

• There exists many estimators for linear regression:
• Ridge regression/ordinary least square (OLS)/Lasso
• Multiple/single-step GD/One-step Newton
• Etc.

• Measure the difference between two ICL estimators



Experiments in linear regression

• d=8, L=16,H=512, H=8.
• In this noiseless setting,

trained TF approximately
implement OLS.



The problems
• The aforementioned explanations of ICL are based on an operator

learning framework, which can be used to investigate:
• TF can approximate/represent certain estimator
• Investigate how model architectures like attention, softmax changes the
inductive bias into certain estimators.
• To learn generalizable estimator needs only samples (Bai et
al.,NeurIPS 2014)

• This framework is fact more useful in meta-learning, such as
analyzing learned optimizer, statistical estimator and ODE/PDE
solver.
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The problems (contd)

• However, in ICL, the LLM is pretrained on a generic dataset,
where no such clear supervised data are available.

• The operator learning framework does not explain:
• How does pretrained LLMs master ICL in performing next-token
prediction?
• Why does ICL ability emerge so late?



Emergence



Few-Shot Prompted Tasks

The ICL capability emerges only when the model is large
enough.



Other Tasks

• Word Unscrambling

• Word in Context (WiC)



Emergent Abilities



Log scale vs. Linear scale

See this link

https://docs.google.com/spreadsheets/d/1uWAtODZmmzhKxDrBXJqjufEtEu56PzfhhV78lGcl1b4/edit


Remarks

• Emergence is observed for downstream (reasoning) tasks.
• The downstream tasks are very different from the pretrain data
• The evaluation metrics are not cross-entropy but accuracy.
• Still many tasks in BIG-Bench is challenging for LLM.



Augmented prompting strategies



Emergence: surpassing finetuning
Sociological change in the AI community: finetuned task-
specific models are outperformed by few-shot prompted large 
model



Emergence: measure of model“size”

What’s the right x-axis for emergence?

Can be viewed through training FLOPs,

model parameters, wikitext103 ppl.



Emergent Abilities - fact or illusion?

• In real emergent phenomenon, the rules of the game change.
• It is unclear at this point what exactly this means with respect to 

Large Language Models.



A plausible explanation: Compounding effect
• The downstream tasks often take multi-step reasoning. In this case, evaluation metric

matters
• Fail vs. success
• The number of correct steps.

• Assume that the success of one-step reasoning is 𝑝. Then, the prob. of k-step success is: 𝑝!



Evaluation metrics



Claimed emergent abilities evaporate upon 
changing the metric



Induced emergent reconstruction ability in 
shallow nonlinear autoencoders (for CIFAR-100)



Scaling law vs. Emergence

• Scaling law says that LLM is predictable.
• Emergence emphasizes that LLM ability is unpredictable.
• Any contradictions? No!
• Scaling law is about the pretraining loss/PPL.
• Emergence is about the downstream performance.



More is different?



Phase transition



Emergence vs. Phase transition



Summary

• Understanding emergence is crucial for
• Accelerate the Emergence of Desirable Abilities: In training large language 

models (LLMs), emergent abilities like in-context learning (ICL) often appear 
very late in the process. By understanding emergence, we can potentially 
speed up the development of these beneficial capabilities.
• Prevent the Emergence of Undesirable Abilities: Some unknown or harmful 

abilities might also emerge during training. By understanding emergence, we 
can take steps to prevent these from developing.

• To fully understand ICL, it is important to investigate why ICL 
abilities appear so late in the training process.



Reading

• Wei et al., Emergent Abilities of Large Language Models,
TMLR2023.
• Schaeffe et al., Are Emergent Abilities of Large Language Models 

a Mirage?, NeurIPS 2023.


